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Know edge Di scovery and Data Mning is the process of information

extraction fromvery |arge databases. ‘1" he extracted information is used

either to explain phenonena in the mined data, Or predict the outcones

based on,new data. Dat abase m ning has recently received nmuch attention,
attested by the success of three Know edge Di scovery in Databases (KDD) NG
AAAT vvorl?shops, and a book, because organizations realize that while they ™~
generate data in ever—increasing rates nuch of it is never exploited. The
rapid growmh of data and information created & need and an opportunity for
extracting know edge from databases, and both researchers and application

devel opers have been responding to that need. KDD applications have been

devel oped for astronony, biology, finance, insurance, marketing, medicine,

and many other fields. Core Problens in KDD include representation i'ssues,
search conplexity, the use of prior know edge, and statistical inference.

The unifying thenes include the use of domain know edge, managi ng

uncertainty, interactive (hunman-oriented) presentation, and applications.

The topics of interest covered in this presentation include:
Data preparation
% Dat a preprocessing techniques; filling mssing values, data cleaning
% Sel ecting the data to be mined through database managenent, statistical
anal yses, and knowledge-based nethods.
% Dimensionality reduction and feature space selection
Dat abase m ni ng techni ques

& Artificial intelligence techniques (learning and conceptual clustering)
% Neural networks (backpropagation, probabilistic neural network)

% Case-based reasoni ng techniques (nearest neighbor anti its variants)
% Deduct i ve dat abases.

% Data visualization, and statistical analysis.

% Overview of Traditional approaches in Pattern Recognition

We will present the basic characteristics of each technique and

illustrate each technique’'s applicability with exanples from systens

that have been presented in literature. b
One of the hardest problens in database mining involves the selectionathe

nost approvriate technique for extracting information from a particul ar

data set.“ This problemis more acute when several techniqgues need to be

used cooperatively. W will present criteria for selecting each of the
di scussed techni ques based on the characteristics of the data and the
analyst’'s goals. We will review four database mning systens devel oped by

dat abases in pAlnetary sciences.
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